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- Since the arguments commute, and there are only two distinct eigenvalues (eigenprojectors $\phi$ and $\mathbb{1}-\phi$ ), the problem is equivalent to classical hypothesis testing between two differently biased coins, based on $n$ tosses.
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Figure: The upper bound on the rate for entanglement assisted codes over the $\mathrm{p}=0.15$ depolarising channel for three different error probabilities.
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